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ABSTRACT

Cirrus clouds play an important yet poorly determined role in the earth’s climate system and its various
feedback mechanisms. As such, a significant amount of work has been accomplished both in understanding
the physics of the ice clouds and in using this knowledge to estimate global distributions of ice cloud
properties from satellite-based instruments. This work seeks to build on these past efforts by offering a
reexamination of the ice cloud retrieval problem in context of recent advancements in the understanding of
optical properties for a variety of realistic ice crystal shapes. In this work, the formal information content
analysis outlined in Part I is used to objectively select the optimal combination of measurements for an ice
cloud microphysical property retrieval scheme given a realistic assessment of the uncertainties that govern
the ice cloud retrieval problem. Although this analysis is for a theoretical retrieval combining simulated
measurements from the Moderate Resolution Imaging Spectroradiometer (MODIS) with the CloudSat
Cloud Profiling Radar (CPR) above an ocean surface, the general methodology is applicable to any
instrument package. Channel selection via information content is determined through a realistic charac-
terization of not only the sensitivity of top-of-the-atmosphere radiances to desired retrieval parameters but
also to the uncertainties resulting from both the measurements themselves and from the forward model
assumptions used in relating observational and retrieval space. Results suggest that the channels that
maximize retrieval information are strongly dependent upon the state of the atmosphere, meaning that no
combination of two or three channels will always ensure an accurate retrieval. Because of the complexities
of this state-dependent nature and the need for a consistent retrieval scheme for an operational retrieval,
a five-channel retrieval approach consisting of a combination of error-weighted visible, near-infrared, and
infrared channels is suggested. Such an approach ensures high information content regardless of cloud and
atmospheric properties through use of the inherent sensitivities in each of these spectral regions.

1. Introduction

Cirrus clouds play an important role in regulating
climate (Liou 1986). They directly influence the radia-
tive budget by increasing the amount of shortwave and

decreasing the amount of longwave radiation emitted
to space. These competing radiative effects impact cli-
mate variability through a variety of possible feedback
mechanisms involving convection, sea surface tempera-
ture, water vapor, and large-scale dynamics. The sign or
magnitude of these forcings, however, is poorly under-
stood because of uncertainties in both cloud distribu-
tion and microphysics (Stephens and Webster 1981;
Stephens et al. 1990), so subsequently the role of these
clouds in the climate feedback mechanisms and global
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warming scenarios is still poorly determined (Lindzen
et al. 2001; Fu et al. 2002). In this work, we hope to gain
a better understanding of the ice cloud problem
through application of a formal information content
analysis as outlined in the proceeding companion paper
(L’Ecuyer et al. 2006, hereinafter Part I). It is hoped
that insights gleaned from this study will ultimately re-
sult in improved algorithms for better characterizing
the distribution and microphysical properties of these
clouds and their impacts on climate.

Measuring the global distribution of cirrus cloud mi-
crophysical properties has been a concern of many sat-
ellite missions. As such, a substantial amount of work
has been accomplished not only in understanding the
physics of the ice cloud problem but also in using this
knowledge to infer cloud properties from satellite-
based measurements (Inoue 1985; Prabhakara et al.
1988; Nakajima and King 1990; King et al. 1992; Baum
et al. 2005). In this work, we do not question the use-
fulness of these past efforts or their validity for their
specific applications, but instead, we offer a reexami-
nation of the ice cloud problem in terms of recent de-
velopments in the understanding of ice cloud physics.

Cirrus cloud retrievals depend on an accurate, a priori
understanding of both ice crystal radiative properties
and the current state of the atmosphere. For an inver-
sion from a given set of radiance measurements, in-
consistencies between these assumptions and the real
atmosphere will lead to significant errors in mapping
between observation and retrieval space. Figure 1,
adopted from Cooper et al. (2003), shows theoretical
arches for the split-window approach to retrieving
cloud properties. The split-window technique (Inoue
1985; Prabhakara et al. 1988) relies on differences in
radiative properties for cloud particles at two wave-
lengths in the window region to estimate cloud optical
depth and effective radius from satellite-observed
brightness temperatures. An inherent shortcoming of
this approach is that retrieved parameters are strongly
dependent upon cloud temperature. For given 10.8- and
12.0-�m brightness temperatures, a different effective
radius and optical depth are found for each cloud tem-
perature assumption in Fig. 1. The use of visible and
near-infrared channels to retrieve cloud optical prop-
erties suffers from similar difficulties, as suggested by
the Nakajima and King (1990, hereinafter NK)-type re-

FIG. 1. Relationship between �TB and TB,10.8 for a number of cirrus clouds with optical depths ranging from 0
to 4 and effective radii ranging from 9 to 29 �m. Clouds with emitting temperatures of 195 (filled circles), 225 (open
diamonds), and 255 (filled squares) K are modeled.
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trieval approach shown in Fig. 2. This technique relies
on the conservative scattering properties of the visible
channel to estimate cloud optical depth and the non-
conservative scattering properties of the near-infrared
channel to estimate effective radius once optical depth
is known. The inherent problem of this approach is not
uncertainty in cloud temperature but uncertainty in
cloud optical properties. Figure 2 shows that for given
0.65- and 2.11-�m reflectance functions, the retrieved
parameters depend heavily on the a priori assumption
of ice crystal habit through their differing radiative
properties. In addition to crystal habit and cloud tem-
perature, other possible retrieval uncertainties result
from assumptions of cloud particle size distribution,
cloud 3D scattering effects, surface type, and atmo-
spheric temperature and humidity profiles. In this
work, we will quantify expected errors resulting from
these sources to the extent that it is possible and exam-
ine their implications for retrieval approach.

The information content methodology as described
in Part I is used to objectively select the optimal com-
bination of measurements for an estimation-based ice

cloud retrieval scheme given a realistic assessment of
the current knowledge of the ice cloud retrieval prob-
lem. The method uses information theoretical concepts
elucidated by Shannon and Weaver (1949) and on the
application of their technique to atmospheric science by
Rodgers (2000). Channel selection is made objective by
quantifying the amount of information contained in the
spectral measurements and calculating their effective
signal-to-noise ratio in relation to the desired set of
retrieval parameters. This is accomplished practically
through analysis of the retrieval covariance matrix,
which holds the key for understanding and quantifying
differences between different retrieval procedures and
observational data. Although this analysis is applied to
a theoretical retrieval combining simulated measure-
ments from the Moderate Resolution Imaging Spectro-
radiometer (MODIS) with the CloudSat Cloud Profil-
ing Radar (CPR) above an ocean surface, the general
methodology, in principle, could be applied to any in-
strument package and any retrieval problem.

The sensitivities and uncertainties used in deter-
mination of the effective signal-to-noise ratio for the

FIG. 2. Relationship between 0.66- and 2.11-�m reflectance functions for ice clouds composed of both a modified
gamma distribution of randomized aggregates and an equivalent distribution of columns. Effective radius range
from 6 to 50 �m and optical depths from 2 to 50.
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MODIS channels listed in Table 1 are examined across
the climatological range of ice cloud properties to de-
termine which channels are most useful dependent
upon the state of the atmosphere. Such calculations are
made possible only by the recent development of opti-
cal properties for a variety of nonspherical ice crystals
at the MODIS wavelengths (Baran et al. 2001; Yang et
al. 2000, 2003), allowing a reasonable estimate of the
uncertainties in satellite-viewed radiances resulting
from variations of cloud microphysical properties, most
notably crystal habit. The results will show that the
optimal combination of channels for ice cloud retrieval
is highly case dependent, meaning that there is no ideal
combination of two or three channels that will always
ensure an accurate retrieval. Instead, a five-channel es-
timation-based retrieval scheme is suggested that uses a
combination of visible, near-infrared, and infrared
channels weighted by appropriate estimates of their er-
rors to place emphasis on those channels that contain
the most information, given our best estimate of the
state of the atmosphere. It is hoped that an estimate of
cloud properties with associated uncertainties, based on
an honest assessment of ice cloud physics from such a
retrieval scheme, will be useful both in determining the
extent to which these clouds can be measured and in
assessing their role in climate variability.

Section 2 describes the forward model used to esti-
mate satellite-observed radiances for given cloud and
atmospheric properties. Section 3 discusses the sensi-
tivity of these top-of-the-atmosphere (TOA) radiances
to small perturbations in cloud and atmospheric prop-
erties to determine the set of wavelengths that poten-
tially contain the most information given the atmo-
spheric state. Because an estimate of both sensitivity
and uncertainty is required to compute an effective sig-
nal-to-noise ratio as defined in Part I, section 4 focuses
on an estimate of forward model error resulting from
uncertainties in ice crystal shape, ice crystal size distri-
bution, and atmospheric profile. Section 5 presents a

formal information content analysis that is used to se-
lect those channels that contain the most information
given a variety of expected climatological conditions,
while section 6 explores the practical implications of
these results for an operational retrieval.

2. The forward model

A 48-stream adding-and-doubling radiative transfer
model was used to calculate top-of-the-atmosphere ra-
diances assuming a plane-parallel atmosphere. The so-
lution of the radiative transfer equation for this tech-
nique is well documented in the literature and will be
omitted here for brevity. Application of this numerical
model to the real-world cirrus cloud problem is only
insightful when rigorous, realistic physical assumptions
are used as input for the model. An accurate represen-
tation of atmospheric profile, surface reflection, and
cloud microphysical properties is crucial to understand-
ing what information actually can be retrieved for a
given instrument package. The base physical assump-
tions used in the forward model for the sensitivity stud-
ies of section 3 will be described briefly. Atmospheric
absorption in our model was approximated by corre-
lated-k distributions specifically developed for the
MODIS wave bands by Kratz (1995), where the vertical
distribution of gases and temperature were defined by
the McClatchey tropical atmosphere (McClatchey et al.
1972). The surface was assumed to be an isotropically
reflecting ocean surface with a visible albedo of 0.1 and
infrared albedo of 0.01. Cirrus clouds were assumed to
be 1 km thick and at the same temperature as the layer
of the atmosphere in which they were embedded. The
clouds were composed of randomly oriented random-
ized hexagonal ice aggregates (Yang and Liou 1998)
using the optical properties developed by Baran et al.
(2001) and Baran and Francis (2004), arranged in a
modified gamma size distribution of the form

n�D� � N0

1
���� � D

Dn
���1 1

Dn
e�D�Dn, �1�

where the variance parameter � is equal to 2, n(D) is
the number of ice crystals of size D, N0 is the number
concentration, and Dn is the characteristic diameter
(Stephens 1994). The basis for choosing these crystals is
that Baran et al. (2003), based on a method of optimal
estimation, showed that the single scattering properties
for these aggregates combined with a modified
Henyey–Greenstein phase function better explained
observed radiances than the optical properties for more
pristine crystal habits. Because these aggregates had
strongly forward peaked phase functions, a modified
form of the delta-Mscaling technique (Wiscombe 1977)

TABLE 1. MODIS channels evaluated for information content
analysis.

MODIS
channel Wavelength

MODIS
channel Wavelength

1 0.62–0.67 27 6.53–6.90
2 0.84–0.88 29 8.40–8.70
5 1.23–1.35 31 10.78–11.28
6 1.63–1.64 32 11.77–12.27
7 2.10–2.15 33 13.18–13.49

19 0.91–0.96 34 13.48–13.78
20 3.66–3.84 35 13.78–14.08
23 4.02–4.08 36 14.08–14.38
26 1.36–1.39
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recently developed by Mitrescu and Stephens (2004)
was used to accurately calculate radiance while main-
taining computational efficiency. Both the observation
angle and the solar zenith angle were at nadir.

3. Sensitivity studies

The retrieval of cloud properties from satellite-based
measurements depends on the ability to relate observed
radiances back to a unique set of desired cloud prop-
erties. Those measurements that show the greatest
change or sensitivity to small changes in cloud micro-
physical properties are potentially the most useful for
cloud retrieval. Traditional retrieval schemes are based
on a priori knowledge of these sensitivities, for ex-
ample, the split-window technique ultimately depends
upon the sensitivity of radiance measurements resulting
from a difference in the refractive index for ice cloud
particles at wavelengths in the window region. The
magnitude of these sensitivities, however, is heavily de-
pendent upon both wavelength and the state of the
atmosphere. The split-window technique, see Fig. 1,
only has sensitivity for optically thin clouds with rela-
tively small effective radius. An ideal retrieval scheme
should be based on the proper selection of those chan-
nels with the greatest sensitivity for the current state of
the atmosphere. Thus, a series of sensitivity studies
were run for each of the MODIS wavelengths listed in
Table 1 to determine how satellite-observed radiances
change for small perturbations of the desired retrieval
parameters. Although these results will be specifically
for the use of the Baran ice optical properties, it should
be noted that other crystal habits exhibited very similar
sensitivities or trends in radiance albeit with different
magnitudes—for example, see Fig. 2.

Sensitivity studies were run for cloud particle effec-
tive radius, ice water path (IWP), cloud temperature,
and surface albedo. Each of these parameters were per-
turbed while holding the other parameters fixed to de-
termine the magnitude of the radiance change at the
top of the atmosphere for a given change in the varied
parameter. It should be noted that for the perturbations
of effective radius, the ice crystal size distribution num-
ber concentration was necessarily varied to fix IWP,
meaning that cloud optical depth increases with both
decreasing effective radius and increasing IWP for
these studies. Synthetic radiances were calculated for
small perturbations about cloud effective radii between
6 and 50 �m, IWP between 1 and 250 g m�2, cloud
heights between 8 and 15 km, and the base surface
albedos of 0.1 for the visible and near-infrared and 0.01
for the infrared channels. IWP and effective radius
combinations were chosen to ensure that cloud optical
depths (Fig. 3) varied across the expected range for
cirrus clouds at each MODIS wavelength. Because it is
impractical to present results from all of these sensitiv-
ity studies, a few sample cases will be examined to dem-
onstrate that our forward model and its assumptions
are capturing the basic physics of the ice cloud problem.
Although the sample cases are chosen for their well-
known physical properties, as visualized in Figs. 1 and
2, it is important to remember that all channels in Table
1 will be evaluated in an unbiased manner in the infor-
mation content analysis of section 5 to objectively select
the most useful channel for the given state of the at-
mosphere.

Figures 4a, 4b, and 4c show example results from the
sensitivity studies for the 0.65-, 2.13-, and 11.0-�m
channels, respectively, as a function of effective radius
and ice water path for a cloud at 9 km. The values in the

FIG. 3. The 0.64- and 11.0-�m optical depths for given effective radius–IWP ice clouds evaluated in sensitivity
studies.
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three panels represent from left to right the normalized
change in radiance (x/I)dI/dx, given a change in effec-
tive radius, ice water path, and cloud temperature, re-
spectively, holding the other retrievable parameters
fixed. For the highly absorbing ocean background as-
sumed in these studies, surface albedo effects are gen-
erally small and will be neglected for the remainder of
the paper. For an operational retrieval over land or
over a less idealized ocean surface, of course, albedo
will become very important and need consideration.
Figure 4a suggests that the 0.66-�m channel is sensitive
to both effective radius and IWP, but not to cloud tem-
perature. These results agree with our physical intuition

of the problem. The conservative scattering 0.66-�m
channel is useful in retrieving cloud optical depth, be-
cause satellite-observed radiances at this wavelength
are primarily a function of cloud optical depth. For our
sensitivity studies, this property leads to the observed
sensitivity for perturbations of both IWP and effective
radius because both act to determine optical depth as
discussed above. Sensitivities to IWP and effective ra-
dius are similar but opposite in sign as decreasing ef-
fective radius increases optical depth, with generally
good sensitivity except for the optically thick and thin
clouds. The thickest clouds have low sensitivity because
the reflectance function slowly converges as optical

FIG. 4. Sensitivities to effective radius, IWP (N0), and cloud temperature for the (a) 0.65-, (b) 2.13-, and (c) 11.00-�m MODIS
channels are shown for the given effective radius–IWP combinations for a cloud height of 9 km. Sensitivities indicate a normalized
change in top-of-the-atmosphere radiance given a change in the specified variable while holding the other two fixed.
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depth becomes large (see Fig. 2). The thin clouds have
poor sensitivity because of a complex interaction of the
directly backscattered radiation and the forward-
scattered radiation reflected off the ocean. As ex-
pected, the 0.65-�m channel shows little sensitivity to
cloud height perturbations because gaseous absorption
is negligible small in this channel.

The sensitivity studies for the 2.13-�m channel in Fig.
4b are very similar to those of the 0.66-�m channel in
that they exhibit sensitivity to both IWP and effective
radius but not cloud temperature. The nonconservative
scattering 2.13-�m channel is useful in retrieving cloud
particle effective radius, because backscattered radia-
tion now becomes dependent upon particle size. Sensi-
tivity to perturbed effective radius is again generally
good, except for the low IWP cases where Fig. 2 sug-
gests we would expect the smallest sensitivity. Sensitiv-
ity to both IWP and cloud temperature is similar in
trend to that of the 0.65-�m channel for similar reasons.

Figure 4c suggests that the infrared 11.0-�m channel
displays sensitivity to effective radius, IWP, and cloud
temperature. This sensitivity, however, is limited to
IWP-effective radius combinations that result in inter-
mediate optical depths from one to about five, agreeing
very well with the working range of the split-window
retrieval technique as seen in Fig. 1. If the cloud be-
comes too thick, emission is that of a Planck blackbody
emitting at cloud temperature so that further perturba-
tions cannot change the radiance. If the cloud is too
thin, surface emission dominates and the contribution
from the cloud is negligible. Sensitivity to cloud height
increases with increasing optical depth, becoming im-
portant for thick clouds when the emission from the
cloud and not the surface begins to dominate the radi-
ance measurement.

4. Uncertainty analysis

Information content of a set of measurements de-
pends not only on the sensitivity of measurements to
retrieved cloud parameters, but also on the error asso-
ciated with each of these measurements both from the
instrument itself and from the a priori assumptions as
discussed in the introduction. Instrument error primar-
ily results from calibration issues and is on the order of
a few percent (Guenther et al. 1996). Error from for-
ward model assumptions required to simulate radi-
ances, however, is generally much larger. The remain-
der of this section will focus on the quantification of
these errors for the MODIS channels listed in Table 1.
Uncertainties in radiances associated with our choices
of ice crystal habit, cloud particle size distribution, and
atmospheric temperature and relative humidity profiles

were determined by calculating TOA radiances for the
base case assumptions described in section 3 and then
comparing these results with radiances found using al-
ternate assumptions. Further uncertainties associated
with 3D radiative transfer effects, multiple-layer clouds,
and the vertical inhomogeneity of ice cloud microphysi-
cal properties, although certainly important, are be-
yond the scope of this paper and will be neglected.

The assumption of crystal habit and associated opti-
cal properties will heavily influence cirrus cloud re-
trieval results. Cooper et al. (2003) showed that uncer-
tainties in ice crystal habit were important in determin-
ing overall retrieval accuracy for a modified version of
the infrared split-window technique. Errors from habit
assumptions should be expected to be even greater for
the visible and near-infrared channels where large
single scattering albedos could result in significant mul-
tiple scatterings. Radiative transfer calculations were
run for a variety of crystal habits developed by Yang et
al. (2000, 2003) and compared with those using the Ba-
ran et al. (2001) randomly oriented randomized hex-
agonal ice aggregates. Calculations were made at the
visible and near-infrared wavelengths for columns,
plates, bullets, rough aggregates, and smooth aggre-
gates and at the infrared wavelengths for droxtels and
aggregates. To facilitate comparisons between the dif-
ferent types of ice habits, the randomized aggregates
were converted to an equivalent set of Yang crystals by
conserving both the IWP and volume-to-area ratio for
the crystal types (Francis et al. 1994; Mitchell and Ar-
nott 1994; Grenfell and Warren 1999; Yang et al. 2001).
A ballpark estimate of the error in radiance associated
with habit choice is then obtained from the normalized
average absolute difference between the Baran aggre-
gates and all Yang crystals. Error estimates were run at
each of the effective radii, ice water paths, and cloud
temperature combinations in the sensitivity studies. Er-
rors in the visible channels can be as large as a factor of
2 but are more typically around 20%–30%; errors for
the infrared channels are generally less than about 5%.
One interesting finding from this error analysis is that
the fractional errors in the 3.78- and 4.05-�m radiances
are significantly greater during the day than the night
because of the large uncertainties associated with the
scattering of the direct solar beam.

Model errors associated with particle size distribu-
tion were assessed by substituting the modified gamma
distribution with a variance parameter equal to 2 that is
used in the sensitivity studies with both a different
modified gamma distribution with a variance parameter
equal to 3 and a lognormal distribution. The lognormal
distribution is of the form
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n�D� � N0

1

D ln�g�2��0.5 exp��lnD � lnDg�2

2�ln�g�2 �,

�2�

where Dg is the geometric mean diameter and �g is the
geometric standard deviation (Reist 1994). Unlike
those associated with crystal habit, uncertainties in ra-
diance resulting from particle size distribution assump-
tions were generally under a few percent for all wave-
lengths, agreeing well with previous work (Stephens et
al. 1990; Cooper et al. 2003).

Uncertainties in the determination of atmospheric
temperature and moisture profiles were found to be
important for the infrared channels, but not for the
visible and near-infrared channels. Temperature error
was assumed to be 2 K based on expected uncertain-
ties in temperature profiles derived from numerical
weather predation models (Eyre et al. 1993), which
would be used to constrain an operational retrieval.
Resulting errors in infrared radiance measurements
varied from about 3% to 8% because of the nonlinear
nature of the Planck function. Relative humidity was
perturbed 30% for atmospheric levels above 500 hPa
and 15% for those levels at or below 500 hPa. These
assumptions resulted in errors of less than 3% for all
channels. Visible channels are not affected by tempera-
ture errors because atmospheric absorption only
weakly depends on temperature. Similarly, sensitivity
to moisture assumptions was small for the visible chan-
nels because the high cirrus clouds were generally
above the peak of the weighting functions for these
channels.

Figure 5 illustrates the total error resulting from a
combination of all of these uncertainties listed above
for the 0.66-, 2.13-, and 11.0-�m channels for a cloud at
9 km and for the IWP–effective radius combinations
used in the sensitivity studies. Each of the above
sources is considered to be uncorrelated, so total error
is simply the sum of the squares of the individual
sources. Figure 5 shows that error is clearly dependent
upon the state of the atmosphere, with generally large
errors in the visible channel dominated by habit effects
and comparatively small errors in the infrared resulting
from a mixture of uncertainties in habit, temperature,
and moisture assumptions.

5. Information content analysis

An information content analysis based on the tech-
niques of Shannon and Weaver (1949) and Rodgers
(2000), as described in Part I of this paper, was per-
formed using the results of the sensitivity and uncer-

tainty studies to determine the optimal channels for a
theoretical cirrus cloud retrieval using the MODIS in-
strument. A brief summary of salient features of the
information content methodology is included here for
completeness. In these analyses, information H is de-
fined as the difference in entropy S between two states
P1 and P2,

H � S�P1� � S�P2�. �3�

If Gaussian distributions are assumed for both states,
Rodgers (2000) shows that information can be rewrit-
ten in terms of the distribution covariances S1 and S2,

H �
1
2

log2�S1S2
�1�. �4�

For an ice cloud retrieval algorithm, the initial state
covariance is simply the a priori error covariance matrix
Sa, which represents the expected climatological range
of ice cloud properties. The final state covariance is
defined by the error covariance matrix for retrieved
cloud properties Sx, defined mathematically as

Sx � �Sa
�1 	 KTSy

�1K��1, �5�

where K is the Jacobian determined from the sensitivity
studies of section 3 and Sy is the forward model and
measurement covariance matrix determined from the
uncertainty analyses of section 4. Use of these assump-
tions in Eq. (4) yields a form for H that is defined
entirely in terms of the work described in the preceding
sections,

H �
1
2

log2�Sa�K
TSy

�1K 	 Sa
�1��. �6�

Separate analyses were conducted for each of the
IWP, effective radius, and cloud height combinations
described in the sensitivity studies for both daytime and
nighttime retrievals and for retrievals with and without
complementary information from the CloudSat CPR.
In addition, an information content analysis was per-
formed assuming equal error at all channels and atmo-
spheric states to determine the influence of our heavily
case dependent error characterization upon final chan-
nel selection. We do not have adequate space to discuss
the results from all of these runs, so instead we will first
focus on specific examples to show that the mathemati-
cal results agree with our physical intuition of the prob-
lem. To prevent an oversimplification of the ice cloud
retrieval problem, however, we must then turn to a
graphic representation of the multitude of cases to
properly convey the complexity of the problem and its
practical implications for an operational retrieval.

Figure 6 shows a sample information spectrum for an
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optically thick cirrus cloud at 9 km with effective radius
of 16 �m and IWP of 100 g m�2, a combination pro-
ducing a 0.64-�m optical depth near 11.0. The initial
entropy is defined by the total number of possible states

associated with our a priori characterization of the at-
mosphere Sa. For our cases constrained by CloudSat
and MODIS information, initial entropy would result
from all possible states assuming standard deviations

FIG. 5. Combined fractional uncertainties in MODIS radiances resulting from assumptions of ice crystal habit,
crystal size distribution, atmosphere profile, and instrument noise as a function of IWP and effective radius for an
ice cloud at 9 km.

50 J O U R N A L O F A P P L I E D M E T E O R O L O G Y A N D C L I M A T O L O G Y VOLUME 45

Fig 5 live 4/C



for a priori assumptions of 1.5 K for cloud temperature
based upon the 500-m vertical resolution of the Cloud-
Sat radar used to place the ice cloud in the model at-
mosphere (Stephens et al. 2002) of 10% for surface
albedo based upon the greatest expected uncertainty of
the MODIS albedo product (Strahler et al. 1999), and
25.0 �m for effective radius and 200 g m�2 for IWP
based upon the working sensitivity range of passive ice
cloud retrieval techniques. Once a measurement is
added, however, the entropy or, alternately, the num-
ber of possible atmospheric states is reduced to only
those consistent with that measurement. The basic idea
of these figures is to identify the channel with the most
independent information relative to the a priori state,
remove that channel, and then rerun the analysis to find
the channel with the most independent information for
the new state constrained with the first measurement,
and so on. In Fig. 6, the top solid curve shows that the
0.64-�m channel contained the most information rela-
tive to the a priori state. Because the MODIS measure-
ments may be strongly correlated, the selection of one
channel will limit the independent information in a
similar channel, for example, in this case the selection
of the 0.64-�m channel results in a significant decrease
in potential information in the 0.86 �m-channel. The
middle dotted curve suggests that the 2.13-�m channel
contained the most information for the remaining chan-
nels for the a priori state constrained by the 0.64-�m
channel. No additional channels were considered useful
because their addition did not reduce the entropy given
the inherent noise in the system. As expected, this in-
formation content analysis suggests that a retrieval
scheme based on the NK approach would be highly
effective for this thick cloud case.

The selection of channels for this optically thick
cloud case agrees well with expectations based on our
physical understanding of the problem. The 0.64- and
2.13-�m channels have sensitivity to IWP and effective
radius, respectively, as seen in Fig. 2. In turn, this ex-
pectation can be verified using the mathematical frame-
work of the information content analysis. Figure 7 pre-
sents the singular value analysis for this base case of
Fig. 6. The number of singular values that exceed the
noise level of 1.0 indicates the number of retrievable
parameters that can be inferred from the entire 17-
channel dataset; in this case, it is 3. The singular vectors
indicate the linear combination of retrievable param-
eters for each singular value, so for the top-left panel
IWP (number concentration N0) has the largest abso-
lute value and therefore corresponds to the primary
information in the system. Effective radius and cloud
temperature information correspond to the second and
third singular values, respectively. Of course, if we only
used the 0.64- and 2.13-�m channels that were selected
for this case, we could only retrieve IWP and effective
radius. The use of some combination of the remaining
channels would improve our cloud temperature re-
trieval, but because the singular value is small, the in-
crease in retrieval accuracy may not justify the neces-
sary increase in computational effort.

We then changed each of the parameters individually
in the base cirrus cloud case to show that different
cloud states require different combinations of channels
to maximize information content. Figure 8 shows the
information spectra for a thin cirrus cloud with the
same effective radius and cloud height as in Fig. 6 but
now with an IWP of 10 g m�2, producing a 0.64-�m
optical depth of 1.1. The optimal combination of chan-
nels for this thin cirrus case are the 4.05- and 11.9-�m
measurements, in that order, suggesting that two emis-
sion-based channels in a split-window-type approach
provide the most information for this thin cloud case.
These selected channels are not surprising, because the
split-window technique has sensitivity for optically thin
clouds but not for the thick cloud of the base case (see
Fig. 1). Although the visible channels chosen for the
base case exhibit sensitivity to thin cirrus, the relatively
large errors for these channels resulting from a priori
assumptions of the crystal habit ultimately limit their
utility.

Figure 9 shows the information spectrum for a cirrus
cloud with the same effective radius and IWP as in
Fig. 6, but now for a cirrus cloud at a height of 14 km.
In this case, the 8.55-, 11.0-, and 2.13-�m channels are
sequentially selected. The increased thermal contrast
between the surface and the high cloud results in more
information for the MODIS measurements, allowing

FIG. 6. Information spectrum analysis for an ice cloud with an
effective radius of 16 �m, an IWP of 100 g m�2, and cloud height
at 9 km.
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